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1. Introduction

String theory can shed some light to the strong coupling regime in the supersymmetric

gauge theories. In particular the N = 2 super Yang-Mills theory is believed to be described

by the type IIA superstrings NS5-D4 branes setup [1]. The Coulomb branch of this theory in

the low-energy sector is described by a complex function on the moduli space of the theory,

known as prepotential [2]. A very elegant construction for this function was proposed by

Seiberg and Witten [3, 4]. This construction includes a Riemann surface (the Seiberg-
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Witten curve) and a differential λ(x) defined on this surface. The prepotential F(a) can

be defined indirectly with the help of relations (A.16). The crucial observation made in [1]

is that the NS5-D4 type IIA setup can be lifted to M-theory there it becomes a single

object, M5-brane, wrapped around a two-dimensional space, which can be associated with

the Seiberg-Witten curve.

This point of view yields to the solutions for numerous models, such as models with

gauge group product [1, 5] symplectic and orthogonal group [6 – 8], and symmetric and

antisymmetric representation for unitary group [7].

Three years ago another way to solve N = 2 super Yang-Mills theory was proposed by

Nekrasov [9]. It is based on the localization technique, which, together with a certain defor-

mation of the theory, gives the direct access to the prepotential after the explicit summation

over the instanton contributions. This method (instanton counting) yields the prepoten-

tial already as a series on the dynamically generated scale, without hard cycle integration

of the Seiberg-Witten theory. However to study such effects as confinement or monopole

condensation we have to know how to continue the prepotential beyond the convergence

radius of proposed series. Seiberg-Witten theory can solve this problem. Therefore we

have faced with the question how to extract the Seiberg-Witten geometry from the series

for the prepotential. Also having found the Seiberg-Witten curve we gain an indepen-

dent test of solutions, obtained by other methods. In particular we get a test for the

M-theory.

In [10] this problem was solved by the conformal map method, and the curves extracting

technology was generalized in [11 – 13] to other groups and matter content. It was shown

that the instanton counting defines some singular equations (saddlepoint equations) which

enable us to find the Seiberg-Witten curve and differential.

Conformal map method allows, however, to find the Seiberg-Witten curves (up to some

rare exceptions) only in the case when curves are hyperelliptic. For more general situations

it is not clear how to apply it. Thus pragmatically we need just another method to solve

saddlepoint equations in order to get more Seiberg-Witten curves.

In this paper we propose such a method. It works well for the cubic curves, and,

probably, can be generalized to other cases when the Seiberg-Witten curve is given by a

finite degree polynomial. We consider the SU(N) model with symmetric or antisymmetric

matter. Also, to elaborate more examples and check the curve predictions with the in-

stanton counting predictions we have describe the instanton counting for the gauge group

product.

The paper is organized as follows. In section 2 we describe the generalization of the

Nekrasov approach for the gauge group product. Also we compute one- and two-instanton

corrections to the prepotential for SU(N1)×SU(N2) model with one bifundamental matter

representation of type (N1,N 2) or (N1, N2). In section 3 we propose a method which can

be used to solve saddlepoint equations. As an illustration we apply it to the hyperelliptic

curve models. In section 4 we solve these equation for the symmetric and antisymmetric

representations of SU(N) as well as for the SU(N1) × SU(N2) case with two types of

bifundamental matter. In section 5 we discuss obtained results and check curve predictions

against the instanton counting predictions.
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2. Instanton counting for group product

In this section we generalize the Nekrasov approach for the case when the gauge group is

a direct product of simple classical groups. We will mostly use notations introduced in the

appendix A, which contains a brief survey of the instanton counting methods. It is not our

ambition to exhaust all possible cases. For illustrative purposes it is sufficient to consider

the product of two unitary groups. Generalization to other classical groups with richer

matter content is straightforward [12, 13].

2.1 SU(N1) × SU(N2) case

We consider the simplest case G = SU(N1) × SU(N2). When we deal with the product of

two groups the general expression for the partition function, which generalizes (A.4) and

(A.5), depends on two dynamically generated scales Λ1 and Λ2:

〈1〉a = Zpert(a,m,Λ1,Λ2; ε)Z
inst(a,m,Λ1,Λ2; ε) = exp

1

ε1ε2
F(a,m,Λ1,Λ2; ε),

where

Zinst(a,m,Λ1,Λ2; ε) =
∞∑

k1=0

∞∑

k2=0

qk1
1 qk2

2

∮ k1∏

i=1

dφi

2πi

∮ k2∏

j=1

dϕj

2πi
zk1,k2 (a,m, φ, ϕ; ε) . (2.1)

Here q1 = e2πiτ1(Λ1) = Λβ1 e2πiτ
(1)
0 and the same for q2. β1 and β2 can be computed using

the matter content of the theory. Now the prepotential and the partition function depend

on two sets of Higgs vacuum expectations: a1, . . . , aN1 and b1, . . . , bN2 . Also the integration

is performed over two dual group maximal torus Lie algebras (φ and ϕ). It reflects the

fact that in the case of gauge group product the total dual group is also the product of

corresponding dual groups.

If there is no matter multiplets in a “mixed” representation (which has a non-trivial

charge which respect to both groups) then the instanton partition function (2.1) factorizes

and there are no new effects.

We consider the simplest non-trivial example of such a “mixed” representation, the

bifundamental one. There are two types of bifundamentals: (N1, N2), which will be referred

in that follows as “+” and (N1,N2) which will be referred as “−”. Let us study both of

them.

First we are going to find the equivariant index for the Dirac operator. It can be done

at the same way as (A.3). We have (using (A.1) and (A.2))

Ind±
q =

1

(eiε1 −1)(eiε2 −1)

N1∑

l=1

N2∑

p=1

eial±ibp −
k1∑

i=1

N2∑

p=1

eiφi±ibp−iε+

−
k2∑

j=1

N1∑

l=1

e±iϕj+ial−iε+ +(e−iε1 −1)(e−iε2 −1)

N1∑

i=1

N2∑

j=1

eiφi±iϕj .
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The integrand of the partition function is (recall that we have shifted the masses by

−ε+, see (A.8))

z±k1,k2
(a, b, φ, ϕ,M ; ε) =

1

k1!k2!

D±(M − ε−)D±(M + ε−)

D±(M − ε+)D±(M + ε+)

k1∏

i=1

P2(∓φi∓M)

k2∏

j=1

P1(∓ϕj−M)

(2.2)

where

D±(x) =

k1∏

i=1

k2∏

j=1

(φi ± ϕj + x) , P1(x) =

N1∏

l=1

(x − al), P2(x) =

N2∏

p=1

(x − bp).

When k1 = 0 or k2 = 0 we have D±(x) = 1. Note that the integrand is invariant under the

following transformation

1 ↔ 2, M ↔ ±M. (2.3)

It means that z±k1,k2
(a, b, φ, ϕ,M ; ε) = z±k2,k1

(b, a, ϕ, φ,±M ; ε).

2.2 Instanton corrections

Using the instanton counting strategy we can compute some instanton corrections for the

group product. With the two-instanton accuracy we have for both types of the bifunda-

mental the following expression for the partition function (2.1):

Zinst
± = 1 + q1Z

±
1,0 + q2Z

±
0,1 + q2

1Z
±
2,0 + q2

2Z
±
0,2 + q1q2Z

±
1,1 + . . . ,

where

Z±
k1,k2

=

∮ k1∏

i=1

dφi

2πi

∮ k2∏

j=1

dϕj

2πi
z±k1,k2

(φ,ϕ) (2.4)

(in this section we do not display such arguments of zk1,k2(φ,ϕ) as a, b, M , etc).

Consider the model with one bifundamental matter multiplet (N1, N2) (“+”) or (N1,

N2) (“−”) and also N
(1)
f fundamental matter of SU(N1) with masses m

(1)
f , f = 1, . . . , N

(1)
f ,

and N
(2)
f fundamental matter of SU(N2) with masses m

(2)
f . In this model we have β1 =

2N1 −N2 −N
(1)
f and β2 = 2N2 −N1 −N

(2)
f . Using formulae for zk(φ) for the fundamental

and adjoint representations [12, 13] (which can be obtained from (A.2) and (A.3) with

the help of (A.6)) as well as (2.2) we gain functions zk1,k2(φ,ϕ). Plugging them into (2.4)

we can perform the integration and obtain the instanton corrections. With two-instanton

accuracy the result is (in fact, Z1,0 and Z2,0 are the same for one unitary group model with

specific fundamental matter content. Therefore we can take the expression from [9])

~
2Z±

1,0 = −
N1∑

l=1

S±
l (0),

~
4Z±

1,1 =

N1∑

l=1

N2∑

p=1

S±
l (0)T±

p (0)

(
1 − ~

2

(al ± bp + M)2

)

~
4Z±

2,0 =
1

2

N∑

l 6=m

S±
l (0)Sm(0)±

(
1 − ~2

(al−am)2

)2 +
1

4

N∑

l=1

S±
l (0)

(
S±

l (~) + S±
l (−~)

)
.
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where

S±(x) =
Q1(x)P2(∓x ∓ M)

P2
1 (x)

, S±
l (x) =

Q1(al + x)P2(∓al ∓ x ∓ M))∏
l 6=m(al − am + x)2

,

T±(x) =
Q2(x)P1(∓x − M)

P2
2 (x)

, T±
p (x) =

Q2(bp + x)P1(∓bp ∓ x − M))∏
p 6=q(bp − bq + x)2

,

Q1(x) =

N
(1)
f∏

f=1

(
x + m

(1)
f

)
, Q2(x) =

N
(2)
f∏

f=1

(
x + m

(2)
f

)

(2.5)

S±(x) and T±(x) are referred as residue functions [14, 15], S±
l (x) and T±

p (x) being their

“residues”. T±
p (x) can be obtained from S±

l (x) after the transformation (2.3). Note that

to compute Z±
1,1 we have used the fact that for the particular choice (2.5) the following

identities hold T±(∓al ∓ M) = S±(∓bp − M) = 0.

Corresponding series for the instanton part of the prepotential is

F inst
± = q1F±

1,0 + q2F±
0,1 + q2

1F±
0,2 + q2

2F±
2,0 + q1q2F±

1,1 + . . . ,

where

F±
1,0 =

N1∑

l=1

S±
l (0),

F±
2,0 = −

N1∑

l 6=m

S±
l (0)S±

m(0)

(al − am)2
− 1

4

N1∑

l=1

S±
l (0)S±

l

′′
(0),

F±
1,1 =

N1∑

l=1

N2∑

p=1

S±
l (0)T±

p (0)

(al ± bp + M)2
.

(2.6)

One can easily check that the Seiberg-Witten prepotential is also invariant under (2.3).

Using this observation we can restore F±
0,1 and F±

0,2.

2.3 Thermodynamical limit for group product

Let us describe in some details the passage to the thermodynamical limit ε1, ε2 → 0. We

generalize the results announced in section A.3.

The double sum (2.1) is dominated by a single term with k1 ∼ k2 ∼ 1

ε1ε2
. Since now

we have two dual groups it is natural to introduce two profile functions:

f1(x) =

N1∑

l=1

|x − al| − 2ε1ε2

k1∑

i=1

δ(x − φi), f2(x) =

N2∑

p=1

|x − bp| − 2ε1ε2

k2∑

j=1

δ(x − ϕj).

The Hamiltonian for the bifundamentals “+” and “−” (the “interaction term”) is given by

(we have taken into account that the matter is described by fermionic functions, therefore

the sign is changed)

H±[f1, f2] =
1

4

∫
dxdyf ′′

1 (x)k(x ± y + M)f ′′
2 (y). (2.7)

– 5 –
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As in the single group case, the dependence on Λ1 and Λ2 is introduced via the following

term in the total Hamiltonian of the model:

+
πi

2

(
τ1(Λ1)

∫
dxf ′′

1 (x)x2 + τ2(Λ2)

∫
dxf ′′

2 (x)x2

)
.

In our situation when minimizing the free energy of the theory we obtain a couple of

equations instead of single one (A.13):





1

πi

δH[f1, f2]

δf ′
1(t)

= ξl + tτ1(Λ1), t ∈ γl, l = 1, . . . , N1,

1

πi

δH[f1, f2]

δf ′
2(t)

= ηp + tτ2(Λ2), t ∈ δp, p = 1, . . . , N2,

(2.8)

where γl and δp are cuts for two groups, and ξl, ηp are certain constants, in general different

for different cuts. τ1(Λ1) = τ
(1)
0 +

1

2πi
ln Λβ1

1 and the same for 1 ↔ 2. In order to solve

these equations we introduce the primitives of the profile function resolvents as follows

F1,2(z) =
1

4πi

∫
dxf ′′

1,2(x) ln(z − x).

Then the equations (2.8) can be rewritten as difference equations for these functions. The

prepotential is defined indirectly by formulae which generalize (A.16):

∮

Al

zF ′
1(z)dz = al, 2πi

∮

Bl

zF ′
1(z)dz =

∂F
∂al

= al
D

∮

Cp

zF ′
2(z)dz = bp, 2πi

∮

Dp

zF ′
2(z)dz =

∂F
∂bp

= bp
D.

The unusual property is that now we have a couple of Seiberg-Witten differentials: λ1,2(z) =

zF ′
1,2(z)dz. It seems to be in the opposition with Seiberg-Witten consideration, but as we

shall see soon, in our examples λ1(z) and λ2(z) are not independent, and therefore we have

only one differential.

3. Product equations

The difference equations for F1,2(z) which follow from (2.8) define the Seiberg-Witten

curve as well as the Seiberg-Witten differential [10, 12, 13]. The conformal map method,

proposed in [10], is powerful enough when we deal with hyperelliptic curves. It corresponds

to the Yang-Mills theories with some fundamental matter multiplets. Solutions of more

general difference equations can not be obtained likewise (except in some very particular

exceptions). In this section we propose another method which allows to find solutions

for more general models. Namely having exponentiated a difference equation we obtain a

product equation. It turns out that the Vieta theorem together with the simplicity principle

allows to determine completely particular solutions of product equations. We did not try

to prove the unicity of obtained solutions. Instead we have found them for various models

and checked for consistency.

– 6 –
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3.1 An example

To exhibit the idea let us consider in some details the simplest case: the Yang-Mills theory

for the group SU(N) with Nf < 2N fundamental matter multiplets. The difference equa-

tion constructed with the help of the Table 2 is given by the expression (A.15). The running

complex coupling constant in this example is τ(Λ) = τ0 +
1

2πi
ln Λ2N−Nf . Since our theory

is not conformal we can neglect the first term and put simply τ(Λ) =
1

2πi
ln Λ2N−Nf . In

that follows we will basically drop τ0.

In the Seiberg-Witten theory one works not with F (z), but rather with its exponent

y(z) defined in (A.17). Let us rewrite the difference equation in terms of this function.

Taking the exponent we obtain the product equation:

y+(t)y−(t) = qQ(t), t ∈ γl, (3.1)

where where q = e2πiτ = Λ2N−Nf is the instanton counting parameter and Q(z) =

Nf∏

f=1

(z +

mf ).

Note that the properties of the profile function (A.10) imply that

F (z) =
N

2πi
ln z + O

(
1

z2

)
(3.2)

when z → ∞. Therefore in this limit we have y(z) = zN + O(zN−2). Such a behavior

can take place if y(z) is a solution of an algebraic equation with z-dependent coefficients.

Suppose this is the case. Let the degree of this polynomial be n. It follows, that y(z) is

one of its roots, which we denote as y1(z), . . . , yn(z). This equation defines an algebraic

curve. Suppose as well that this curve possess only double ramification points. That is, at

a particular value of z no more than two roots can coincide. This statement is justified in

appendix B.

Let us come back to (3.1). Without loss of generality we can suppose that y+
1 (t) is

what we mean by y+(t) and y+
2 (t) = y−1 (t) is y−(t) when t ∈ γl. Therefore for our model we

find that y+
1 (t)y+

2 (t) = qQ(t) on the cuts. Since y1(z) and y2(z) are holomorphic functions,

we can continue the product equation from cuts to the whole domain of their analyticity.

Therefore these functions satisfy y1(z)y2(z) = qQ(z). The simplest equation with at least

two roots is the quadratic equation. With the help of the Vieta theorem we conclude that

the desired equation for y(z) looks like

y2(z) − P (z)y(z) + qQ(z) = 0,

where P (z) is a polynomial of z. Further analysis shows that the cuts appears around the

zeros of the polynomial P (z), and therefore for the SU(N) model we should use a degree

N polynomial. Conventionally it is written as P (z) =

N∏

l=1

(z −αl) with some parameters αl

which are related to the Higgs expectation values via (A.16). The condition (3.2) shows

– 7 –
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that for y(z) which defines F (z) we should take the following root (the branch of the square

root is defined in such a way that
√

1 + 2z ≈ 1 + z):

y(z) =
P (z)

2

(
1 +

√
1 − 4qQ(z)

P 2(z)

)
.

3.2 Symplectic case

In that follows it will be useful to discuss some aspects of Sp(N) models with Nf funda-

mental matter. The difference equation for the primitive of the profile function resolvent

can be deduces form the Table 2. We get

F+(t) + F−(t) +
2

πi
ln |t| − 1

4πi

Nf∑

f=1

(
ln |t + mf | + ln | − t + mf |

)
= 2τ, t ∈ γl,

where 2πiτ = ln ΛN+1−Nf . As it was shown in [11] the profile function for the this case is

symmetric. It follows that y(z) = y(−z). In order to absorb the second term we redefine

the profile function as follows: f̃(x) = f(x) + 2|x|. According to the profile function

redefinition we also introduce

F̃ (z) =
1

4πi

∫
dxf̃ ′′(x) ln(z − x) = F (z) +

1

πi
ln z,

ỹ(z) = exp 2πiF̃ (z) = y(z)z2.

Then for the new function we get

F̃+(t) + F̃−(t) − 1

2πi

Nf∑

f=1

(
ln |t + mf | + ln |t − mf |

)
= 2τ, t ∈ ±γl.

Formally this equation looks like the equation for the SU(2N + 2) model with the

following Higgs vevs: ±al, l = 1, . . . , N , a2N+1 = a2N+2 = 0. Moreover each fundamental

matter multiplet with the mass m is equivalent to a couple of SU(2N + 2) fundamental

multiplets with masses ±m. The conformal map method together with the reflection

principle allows us to find the Seiberg-Witten curve in this case [11, 13]. The result is the

following

ỹ2(z) − P̃ (z)ỹ(z) + q2Q(z)(−1)Nf Q(−z) = 0, (3.3)

where

P̃ (z) = z2
N∏

l=1

(z2 − α2
l ) + 2iNf qQ(0). (3.4)

Such a complicated form of this polynomial has, however, a very natural explanation.

Indeed, in spite of the fact that we have taken as a starting point the curve for the SU(2N +

2) theory, only 2N of this curve moduli are defined via (A.16). Two others are known

exactly (and are equal to zero). It means that there is no cut around the point z = 0.

Otherwise, the cut that might appear in fact shrinks to the point.

– 8 –
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Mathematically this fact can be expressed as statement that two roots of the quadratic

equation matches at the point z = 0. Therefore we should have

ỹ2(0) − P̃ (0)ỹ(0) + q2(−1)Nf Q2(0) =
(
ỹ(0) − iNf qQ(0)

)2
.

Together with the symmetry of this polynomial under reflection P̃ (z) = P̃ (−z) this con-

dition determines completely P̃ (z). It is straightforward to check that the discriminant of

the quadratic equation (3.3) is proportional to z2, that means that the cut around zero

indeed shrinks to a single point.

Note also, that one might be worried about the appearance of a new singularity at the

point z = 0. Even though the cut is shrinked to the point, the Seiberg-Witten differential

is not holomorphic there, but rather has a pole. One checks, however, that when we get

back to y(z) from ỹ(z) this pole disappears and the differential λ(z) = zF ′(z)dz has no

singularities at z = 0.

4. Getting cubic curves

In this section we apply the logic developed previously to the models whose Seiberg-Witten

curves are not hyperelliptic. As we shall see, the Vieta theorem supplemented by a sym-

metry principle allows to solve product equations for the cubic curves models. Strictly

speaking, these curves should not be called “cubic”, but rather “trigonal”1, since they are

defined by a polynomial which is cubic on y and arbitrary degree on z [16]. However,

following the tradition, we continue to call them so.

4.1 Antisymmetric matter, special case

Consider the theory with massive matter multiplet in the symmetric or antisymmetric

representation with the mass M and also Nf fundamentals with masses m1, . . . ,mNf
.

With the help of the Table 2 we get the following saddlepoint equation for the profile

function:

F+(t) + F−(t) − 1

4πi

Nf∑

f=1

ln |t + mf | ±
1

πi
ln

∣∣∣∣t +
M

2

∣∣∣∣ = F (−t − M) + τ, t ∈ γl. (4.1)

where “+” is taken for antisymmetric representation and “−” for the symmetric one,

2πiτ = lnΛN±2−Nf .

Now let us consider the special case: antisymmetric matter with the mass M and two

fundamental multiplets with masses M/2. In this special case β = N . The difference

equation for F (z) simplifies and we obtain

F+(t) + F−(t) = F (−t − M) + τ, t ∈ γl.

The product equation for y(z) is, therefore,

y+(t)y−(t) = qy(−M − t), t ∈ γl.

1I am grateful to A. Gorinov for this remark
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Let us try to find a solution for this equation in spirit of the previous discussion. Associate,

as before, y+(t) with y+
1 (t) and y−(t) with y−1 (t) = y+

2 (t). Moreover suppose that there is

another root of the algebraic equation, y3(z), which satisfies

y3(−M − z) =
q2

y1(z)
(4.2)

If it is so, we obtain (after an analytical continuation to the whole domain of analyticity)

y1(z)y2(z)y3(z) = q3.

The simplest equation which has at least three roots is the cubic one. Let us try it.

By the Vieta theorem we get

y3(z) − P (z)y2(z) − R(z)y(z) + q3 = 0.

The condition (4.2) implies that the curve should have the following “reflection symmetry”:

y(−z − M) =
q2

y(z)
.

However the converse is not true: if the curve has such a symmetry, (4.2) might not be

satisfied. We can only state that there is a root ya(z) such that
q2

y1(z)
= ya(−M − z).

If it were y2(t), for example, the method did not work. Hopefully, the analysis of cubic

equations roots [17] shows that we are away of troubles.

It follows that R(z) = qP (−z−M). The analysis of cuts shows that for SU(N) theory

(N cuts) the degree of P (z) is N . Therefore we get the following curve:

y3(z) − P (z)y2(z) − qP (−z − M)y(z) + q3 = 0

which solves the product equation.

4.2 Symmetric matter

Prior to discuss the the symmetric matter let us first consider an extension of the previous

case, the antisymmetric matter with Nf fundamentals with masses m1 = M/2, m2 = M/2

and other masses being arbitrary. The product equation is

y+(t)y−(t) = qy(−t − M)Q̃(t) t ∈ γl, (4.3)

where Q̃(z) =

Nf∏

f=3

(z + mf ) and q = ΛN+2−Nf .

In order to find the solution we suppose that the equation is cubic and that it possess

a symmetry which generalizes (4.2)

y1(−z − M) =
A(z)

y3(z)
. (4.4)
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Then we get

y1(z)y2(z)y3(z) = qQ̃(z)A(z).

The Vieta theorem implies

y3(z) − P (z)y2(z) − R(z)y(z) + qQ̃(z)A(z) = 0.

Having applied the symmetry transformation we get:

y3(z) − R(−z − M)A(z)

qQ̃(−z − M)A(−z − M)
y2(z) − P (−z − M)A2(z)

qQ̃(−z − M)A(−z − M)
y(z)

+
A3(z)

qQ̃(−z − M)A(−z − M)
= 0.

Therefore we get the following conditions to determine A(z) and R(z):

(i) P (z) =
R(−z − M)A(z)

qQ̃(−z − M)A(−z − M)
,

(ii) R(z) =
P (−z − M)A2(z)

qQ̃(−z − M)A(−z − M)
,

(iii) Q̃(z)A(z)q =
A3(z)

qQ̃(−z − M)A(−z − M)
.

(4.5)

The consistency of (i) and (ii) implies A(z) = q2Q̃(z)Q̃(−z − M). Having put this result

into (ii) we obtain R(z) = qP (−z − M)Q̃(z). Note that at this stage we have no more

freedom. However, the condition (iii) is still untouched. We are lucky and having put A(z)

into (iii) we see that it is automatically satisfied. Therefore the desired curve is

y3(z) − P (z)y2(z) − qP (−z − M)Q̃(z)y(z) + q3Q̃2(z)Q̃(−z − M) = 0.

Finally to pass to the symmetric matter with Nf fundamentals multiplet we note that

the symmetric matter with Nf fundamentals is equivalent to the antisymmetric matter

with Nf + 4 fundamentals with masses m1 = · · · = m4 = M/2 and the other masses being

arbitrary [12, 13]. Having introduced Q(z) =

Nf∏

f=1

(z + mf ) we get the following curve:

y3(z)−P (z)y2(z)−qP (−z−M)Q(z)

(
z +

M

2

)2

y(z)+q3Q2(z)Q(−z−M)

(
z +

M

2

)6

= 0,

(4.6)

where now q = ΛN−2−Nf , as it should be for the symmetric matter.

4.3 Antisymmetric matter

Let us finally deduce the curve for the antisymmetric matter and Nf fundamentals. Our

strategy will be basically the same as in section 3.2.
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First we redefine the profile function in (4.1) as follows:

f̃(x) = f(x) + 2

∣∣∣∣x +
M

2

∣∣∣∣ .

The difference equation for

F̃ (z) =
1

4πi

∫
dxf̃ ′′(x) ln(z − x) = F (z) +

1

πi
ln

(
z +

M

2

)

is

F̃+(t) + F̃−(t) = F̃ (−t − M) + τ +
1

2πi
ln Q(t), t ∈ γl.

Therefore for ỹ(z) = exp 2πiF̃ (z) = y(z)

(
z +

M

2

)2

we get the following product equation

ỹ+(t)ỹ−(t) = qỹ(−t − M)Q(t), t ∈ γl.

Formally it is the same as (4.3). Thus we can immediately write corresponding Seiberg-

Witten curve:

ỹ3(z) − P̃ (z)ỹ2(z) − qP̃ (−z − M)Q(z)ỹ(z) + q3Q2(z)Q(−z − M) = 0. (4.7)

The subtle point is to determine the polynomial P̃ (z). The general form of this poly-

nomial is P̃ (z) = (z − µ1)(z − µ2)
N∏

l=1

(z − α̃l) where µ1 and µ2 are roots which in the

perturbative approximation go to −M
2 . As in symplectic case these parameters do not

belong to the curve moduli space, but rather should be defined otherwise. Our guide prin-

ciple will be, as in the symplectic case, the absence of the cut around z = −M

2
. It follows

that at this point the cubic polynomial has all roots matched. It means that

ỹ3(−M/2) − P̃ (−M/2)ỹ2(−M/2) − qP̃ (−M/2)Q(−M/2)ỹ(−M/2) + q3Q3(−M/2)

=
(
ỹ(−M/2) + qQ(−M/2)

)3
.

Therefore P̃ (−M/2) = −3qQ(−M/2). Note that it does not contradict to the statement

announced in section 3.1 that the endpoints of cuts are always double ramification points,

since the statement concerns only cuts, defined by the saddlepoint equation.

Looking at (3.4) it is natural to propose

P̃ (z) =

(
z +

M

2

)2 N∏

l=1

(z−αl)−3qQ

(
−M

2

)
=

(
z +

M

2

)2 N∏

l=1

(z−αl)−3q

Nf∏

f=1

(
mf − M

2

)
.

It is straightforward to check that the discriminant of the cubic equation (4.7) with this

P̃ (z) is proportional to

(
z +

M

2

)2

. It means that the cut around z = −M

2
shrinks to the

point, as we demanded.

Exactly as in the symplectic case the pole that we have at z = −M

2
for the Seiberg-

Witten differential λ̃(z) = zF̃ ′(z)dz disappears when we pass to λ(z) = zF ′(z)dz.
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4.4 Curves for group product

Cubic curves appear also in the theories with SU(N1) × SU(N2) gauge group [1]. Let us

see how does it work.

Consider again the model with one bifundamental matter multiplet (N1, N2) or (N1,

N2) and some fundamental for both groups. The difference equations (2.8) which follow

from the Hamiltonian (2.7) for the bifundamntal of type “±” are (recall that (N1, N2) is

referred as “+” whereas (N1,N2) — as “−”)




F+
1 (t) + F−

1 (t) − F2(∓t ∓ M) − 1

2πi

N
(1)
f∑

f=1

ln |t + m
(1)
f | = τ1, t ∈ γl,

F+
2 (t) + F−

2 (t) − F1(∓t − M) − 1

2πi

N
(2)
f∑

f=1

ln |t + m
(2)
f | = τ2, t ∈ δp.

At the same way as one introduces y(z) in (A.17) we define a couple of functions

y(z) = exp 2πiF1(z), w(z) = exp 2πiF2(z).

The product equations for them can be written as follows:
{

y+(t)y−(t) = q1Q1(t)w(∓t ∓ M), t ∈ γl,

w+(t)w−(t) = q2Q2(t)y(∓t − M), t ∈ δp.
(4.8)

In order to solve these equations we suppose that y(z) and w(z) are solutions of similar

cubic equations. More precisely, we set as before y+(t) = y+
1 (t) and y−(t) = y−1 (t) = y+

2 (t),

and the same for w(z), and we suppose that there is a following version of symmetries (4.2)

and (4.4):

w1(∓z ∓ M) =
A1(z)

y3(z)
, y1(∓z − M) =

A2(z)

w3(z)
. (4.9)

It follows that the coefficients of equations which determine y(z) and w(z)

y3(z) − P1(z)y2(z) − R1(z)y(z) + q1Q1(z)A1(z) = 0,

w3(z) − P2(z)w2(z) − R2(z)w(z) + q2Q2(z)A2(z) = 0,
(4.10)

satisfy certain conditions (analogue of (4.5)). Note that the equation for w(z) can be ob-

tained from the equation for y(z) after the transformation (2.3). This system of conditions

turns out to be overdefined, but hopefully we can find a solution:

A1(z) = q1Q1(z)q2Q2(∓z ∓ M), A2(z) = A1(∓z − M) = q1Q1(∓z − M)q2Q2(z),

R1(z) = q1Q1(∓z)P2(∓z ∓ M), R2(z) = q2Q2(z)P1(∓z − M).

Therefore for y(z) and w(z) we get the following curve:

y3(z) − P1(z)y2(z) − q1Q1(z)P2(∓z ∓ M)y(z) + q2
1Q

2
1(z)q2Q2(∓z ∓ M) = 0

w3(z) − P2(z)y2(z) − q2Q2(z)P1(∓z − M)y(z) + q2
2Q

2
2(z)q1Q1(∓z − M) = 0.

(4.11)

Here P1(z) =

N1∏

l=1

(z − αl), P2(z) =

N2∏

p=1

(z − ρp) are polynomials which define cuts. In the

classical limit αl → al and ρp → bp.
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5. Discussion

5.1 M-theory curves

In some cases the M-theory arguments can provide the exact form of the Seiberg-Witten

curve for certain models. Namely in [1] Witten showed that a stack of D4-branes stretched

between NS5-branes in type IIA string theory lifted to the M-theory describes non-pertur-

bative effects in the N = 2 super Yang-Mills theory which lives on the infinite worldvolume

of D4-branes. From the M-theoretical point of view the NS5-D4 setup can be seen as a single

M5 brane embedded in R
1,9 × S

1 in a complicated way. Namely the M5-brane is supposed

to be wrapped around a two-dimensional Riemann surface, which can be identified with

the Seiberg-Witten curve.

This point of view is proved to be powerful and already in [1] the expressions for the

Seiberg-Witten curve for group product of form SU(N1)×SU(N2)×· · ·×SU(Nn) interacting

by means of massless bifundamental multiplets of form (Na,Na+1), a = 1, . . . , n were

found. The solution obtained by Witten missed the manifest dynamically generated scales

dependence. It was restored in [5] for the special case when Q2(z) = · · · = Qn−1(z) = 1.

Compiling these results one can guess the curve for the model without any restrictions on

Qa(z) (except for, of cause, the asymptotic freedom). In our notations the curve can be

written as follows (we have replaces y(z) 7→ −y(z) and qa 7→ −qa):

0 = yn+1(z) − P1(z)yn(z) − q1Q1(z)P2(z)yn−1(z) + q2
1Q

2
1(z)q2Q2(z)P3(z)yn−2(z) + · · ·

= yn+1(z) +

n∑

a=1

(−1)
a(a+1)

2 yn+1−a(z)Pa(z)

a−1∏

b=1

(
qbQb(z)

)a−b

+

+(−1)
(n+1)(n+2)

2

n∏

a=1

(
qaQa(z)

)n+1−a

.

For n = 2 this curve matches with the curve (4.11) for the type “−” bifundamental and

M = 0. Presumably the whole expression for arbitrary n can be deduced from the instanton

counting. In fact, it is rather straightforward to obtain the appropriate generalization of

the system of equations (4.8) (see (5.2)). However we can not find a solution.

By considering orientifold planes the result of [1, 5] was generalized rapidly to include

to the product also the orthogonal and symplectic groups [6, 8, 7]. In particular in [7] the

curves for the single SU(N) with one symmetric or antisymmetric multiplet was proposed.

They match with (4.6) and (4.7) respectively after the shift of all Higgs vevs by
M

2
and

for the case Q(z) = 1 (no supplementary fundamental matter).

Unfortunately, there are no available (at least for author) results concerning the gauge

group product interacting via type “+” bifundamental representation (N1, N2). Therefore

the curve (4.11) with the sign “+” for the moment can not be tested M-theoretically.

5.2 Instanton corrections

Another way to check our curves is to compare some low-instanton corrections obtained

from them with direct instanton counting results. A considerable effort was devoted to
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extracting one- and two-instanton corrections from the Seiberg-Witten curves in the non-

hyperelliptic case [18, 17, 19 – 21, 14, 22]. In [23] these results for the SU(N) model with one

symmetric or antisymmetric matter multiplet were checked against the instanton counting

formulae with two-instanton accuracy. Also in [12, 13] the hyperelliptic approximation for

the Seiberg-Witten curves was obtained as an approximative solution of the saddlepoint

equations. It was argued then that this approximation is sufficient to get the correct one-

instanton results. Note also that in [24] the prepotential for the gauge group product with

the bifundamental matter was obtained using the quiver gauge theory approach.

Now let us check the instanton correction for the gauge group product. We are going

to compare explicit expressions (2.6) for the prepotential with instanton corrections which

can be obtained from Seiberg-Witten curves. Generally the computations are extremely

difficult (especially for the B-cycles). Luckily there are some methods which allow to

compute the prepotential without doing dual periods. For example method based on the

Whitham hierarchy that arises from the identification of Seiberg-Witten solution and inte-

grable models provides a recursive scheme, which does not require even A-cycles [25 – 28].

Another method, which is based on the non-perturbative RG-equation for the prepoten-

tial [29 – 33] requires no identification with integrable models, but only the knowledge of

Seiberg-Witten curve. We are going to use it, since this is the curve that we wish to test.

In [22] the recursive relation method, proposed in [30] was generalized to the product

group case. The result is the following. Consider a general cubic curve which can be put

into form (4.11). Then the prepotential can be expressed as follows (we have changed signs

for two-instanton terms, which corresponds to F 7→ −F , q1,2 7→ −q1,2):

F1,0 = −
N1∑

l=1

al∆
(1)
l (0),

F2,0 =
1

2

N1∑

l=1

(
al∆

(2)
l (0) +

1

2
∆

(1)
l (0)∆

(1)
l (0) +

∂F1,0

∂al
∆

(1)
l (0)

)
,

F1,1 =
β2

β1 + β2

N1∑

l=1

∂F0,1

∂al

∆
(1)
l (0) +

β1

β1 + β2

N2∑

p=1

∂F1,0

∂bp
Γ(1)

p (0),

where

∆
(k)
l (x) =

1

(k!)2

(
∂

∂x

)2k−1

Sk
l (x), Γ(k)

p (x) =
1

(k!)2

(
∂

∂x

)2k−1

T k
p (x).

For example ∆
(1)
l (x) = S′

l(x), ∆
(2)
l (x) =

3

2
S′

l(x)S′
l(x) +

1

2
Sl(x)S′′

l (x). The prepotentials

F0,1 and F0,2 can be obtained after the transformation (2.3).

Let us prove that this is, in fact, the same as (2.6). First, using the identity [34]

res
x=∞

xS(x) =
∑

x0:finite

res
x=x0

xS(x) =

N1∑

l=1

(
alS

′
l(0) + Sl(0)

)
=

N1∑

l=1

(
al∆

(1)
l (0) + Sl(0)

)
,

– 15 –



J
H
E
P
0
3
(
2
0
0
6
)
0
4
6

where resx=∞ xS(x) = 0, if β1 > 1. Taking into account. the structure of P1(x) and P2(x)

(P (x) = xN + u2x
N−2 + . . . ) we see that if β1 = 1 then res

x=∞
xS(x) =

N
(1)
f∑

f=1

m
(1)
f ±M , which

is a non-physical constant which can be discarded. Nevertheless, for the conformal theories

the residue at infinity becomes moduli dependent, and we can not neglect it. Since we do

not consider conformal theories, we can use

N1∑

l=1

al∆
(1)
l (0) = −

N1∑

l=1

Sl(0) and therefore we

obtain the agreement for F1,0 and F0,1.

To test F2,0 we use the same trick. First we note that for the non-conformal theories

(β > 0) up to a nonphysical constant

0 = res
x=∞

xS2(x) =

N1∑

l=1

(
S′

l(0)S
′
l(0) + SlS

′′
l (0) +

2

3
al∆

(2)
l (0)

)
.

Since
∂Sl(x)

∂al
=

∂Sl(x)

∂x
= S′

l(x),
∂Sm(x)

∂al
=

2Sm(x)

am − al + x
, if m 6= l,

we have

∂F1,0

∂al

=

N1∑

m=1

∂Sm(0)

∂al

= S′
l(0) + 2

N1∑

m6=l

Sm(0)

am − al

.

Also we note that for non-conformal theories the following identity holds

0 = res
x=∞

S(x)

x − a
= S(a) −

N1∑

m=1

Sm(0)

(am − a)2
+

N1∑

m=1

S′
m(0)

am − a
. (5.1)

Let a → al for an l. At the vicinity of al we have S(a) =
Sl(a − al)

(a − al)2
and therefore

lim
a→al

(
S(a) − S′

l(0)

(a − al)
− Sl(0)

(a − al)2

)
=

1

2
S′′

l (0).

Obtained identities yield the expressions for F2,0 and F0,2 (2.6).

In these computations the exact form of the residue function was immaterial, this proof

suits for an arbitrary (non-conformal) theory.

In order to complete proof of the two-instanton consistency we use the special form of

the residue functions given by (2.5). In fact, the only property we are going to use is the

following

∂S±
l (0)

∂bp
=

S±
l (0)

bp ± al ± M
,

∂T±
p (0)

∂al
=

T±
p (0)

al ± bp + M
.

Combining it with (5.1) we observe that for the bifundamental of types (N1,N 2) (“−”)

and (N1, N2) (“+”) there is a perfect agreement of all results.
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5.3 Concluding remarks

We have discussed a method which allows us to extract the Seiberg-Witten curves from

the formal expression for the prepotential, provided by instanton counting. The method

uses some symmetry which present in cubic curves. Our logic was to search a solution of

a product equation in an artificially restricted set of functions. This strategy was inspired

by the fact, that in all cases, when cubic curve is known, it does possess such a symmetry.

However, it can be justified only by the fact, that the method works well, as it was tested

explicitly up two instantons.

When the number of groups in the product is greater than two, the situation is less

optimistic. For example, for the case considered by Witten in [1] (SU(N1)×SU(N2)×· · ·×
SU(Nn) interacting with the help of n − 1 massless bifundamental multiplets (Na,Na+1),

a = 1, . . . , n − 1) instead of (4.8) we have the following system of product equations:

y(1)+(t)y(1)−(t) = q1Q1(t)y
(2)(t), t ∈ [α

(1)−
l , α

(1)+
l ]

y(2)+(t)y(2)−(t) = q2Q2(t)y
(1)(t)y(3)(t), t ∈ [α

(2)−
l , α

(2)+
l ]

· · ·

y(a)+(t)y(a)−(t) = qaQa(t)y
(a−1)(t)y(a+1)(t), t ∈ [α

(a)−
l , α

(a)+
l ],

· · ·

y(n)+(t)y(n)−(t) = qnQn(t)y(n−1)(t), t ∈ [α
(n)−
l , α

(n)+
l ].

(5.2)

It is not clear how to write the transformations analogous to (4.9) which could help to

solve the system. However there is an argument why they must exist. As it was mentioned

in the end of section 2.3, when we deal with the n gauge group product we, at first sight,

have n Seiberg-Witten differential and n Seiberg-Witten curve. However, as states the

M-theory approach, there are cases when only one of them is independent. It suggests,

that we should have a group which acts on functions y(a)(z) and which generalized Z2

acting as (4.9). If we believe, that there is always only one Seiberg-Witten differential and

Seiberg-Witten curve, we should be able to find such a group for all imaginable models. It

would be interesting to investigate this question.
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A. Instanton counting

In this appendix we briefly recall some aspects of the instanton counting [9, 11] with focus

on the thermodynamical limit [10, 12, 13]. The story is not supposed to be self-consistent,

therefore for details the reader is invited to consult cited articles. Some of results announced

in this appendix were obtained for the first time in [35] for the U(1) case and in [36] for

the U(N) case.

A.1 Equivariant index

The ADHM construction [37, 38] for instantons for the gauge group SU(N) whose instanton

number equals k is given by the following complex:

V ⊗ L−1 τ−−−−→ V ⊗ S− ⊕W σ−−−−→ V ⊗ L

where

τ =




B1

B2

I


 , σ = (B2,−B1, J), where B1, B2 : V → V and J†, I : V → W.

The complex property τσ = 0 is insured by the ADHM equations

[B1, B2] + IJ = 0, ⇔, τσ = 0

[B1, B
†
1] + [B2, B

†
2] + II† − J†J = 0 ⇔ ττ † − σ†σ = 0.

As for vector spaces we have V ' C
k is the space of the fundamental action of the dual (in

sens of [38]) group, which is U(k) in our case, W ' C
N is the space of fundamental action

of the gauge group, S− ' C
2 is the space of left-handed spinors and L ' C is a fiber of the

square root of the determinant bundle.

The equivariant Chern character for the universal bundle E is given by (see [39, 9] for

some details)

Chq(E) ≡ TrE(q) = TrW(q) + TrV(q)
(

TrS
−

(q) − TrL(q) − TrL−1(q)
)

=

N∑

l=1

eial −(eiε1 −1)(eiε2 −1)

k∑

i=1

eiφi−iε+ .
(A.1)

Here a1, . . . , al are Higgs vevs, φ1, . . . , φk are parameters of the dual group maximal torus

action, ε1 and ε2 are parameters of the Lorentz deformation of the theory. ε± =
ε1 ± ε2

2
.

The equivariant index of the Dirac operator for the fundamental representation N is

given by the equivariant Atiyah-Singer theorem:

IndN
q =

∫

C2

Chq(E)Tdq(C
2) =

Chq(E)|z1=z2=0

(eiε1 −1)(eiε2 −1)

=
1

(eiε1 −1)(eiε2 −1)

N∑

l=1

eial −
k∑

i=1

eiφi−iε+ .

(A.2)
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The same argumentation is used to get the equivariant indices for other representations.

For example for the (N,N ) which contains the adjoint one we have

Ind(N,N)
q =

∫

C2

Chq(E ⊗ E)Tdq(C
2) =

Chq(E)Chq(E)
∣∣
z1=z2=0

(eiε1 −1)(eiε2 −1)
=

N +
∑N

l 6=m eial−iam

(eiε1 −1)(eiε2 −1)

−
k∑

i=1

N∑

l=1

(
eiφi−ial−iε++e−iφi+ial−iε+

)
+(e−iε1−1)(e−iε2 −1)


k+

k∑

i6=j

eiφi−iφj


 .

(A.3)

At the same way we can get equivariant indices for symmetric and antisymmetric repre-

sentations.

A.2 Partition function

In fact, all formulae simplify when we put (after having performed the contour integration

in (A.5)) ε1 = −ε2 = ~. As it was shown in [9, 11] the partition function of the theory (the

expectation value of the identity operator) is given by

〈1〉a = Zpert(a,m,Λ; ε)Zinst(a,m,Λ; ε) = exp
1

ε1ε2
F(a,m,Λ; ε), (A.4)

where F(a,m,Λ; ε) = F(a,m,Λ)+~
2F (1)(a,m,Λ)+~

4F (2)(a,m,Λ)+ . . . . Here F(a,m,Λ)

is the Seiberg-Witten prepotential which defined the low-energy effective Wilsonian action,

and F (g)(a,m,Λ), g = 1, 2, . . . are higher genius corrections. Zpert(a,m,Λ; ε) is the per-

turbative contribution to the partition function, and

Zinst(a,m,Λ; ε) = 1 +
∞∑

k=1

qk

∮ k∏

i=1

dφi

2πi
zk(a,m, φ; ε), (A.5)

where q = e2πiτ(Λ) = Λβ e2πiτ0 and τ(Λ) = τ0 +
β

2πi
ln Λ is the running under the RG-flow

complex coupling constant.. The integrand zk(a,m, φ; ε) is related to the equivariant index

of the Dirac operator (A.2) via the following transformation (nα = ±1)

Indq =
∑

α

nα eiwα 7→ zk(a,m, φ; ε) =
∏

α

(wα)nα . (A.6)

The first summand in (A.2) under this transformation becomes an infinite product and

therefore requires a regularization. It is independent of φis and determines the perturbative

contribution. Any term of form
eix

(eiε1 −1)(eiε2 −1)
contributes to Zpert(a,m,Λ; ε) as

exp
1

ε1ε2

(
kΛ(x) + O(~2)

)
,

where

kΛ(x) =
1

2
x2

(
ln

∣∣∣
x

Λ

∣∣∣ − 3

2

)
.
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As an example we can compute the perturbative contribution due to the gauge field:

ε1ε2 ln Zpert(a,Λ; ε) =

N∑

l 6=m

kΛ(al − am) + O(~2) =

N∑

l 6=m

k(al − am) − N ln Λ

N∑

l=1

a2
l + O(~2),

where k(x) = k1(x) =
1

2
x2

(
ln |x| − 3

2

)
. In general case we have, up to an immaterial

constant (a function of masses)

Zpert(a,Λ; ε) = exp
1

ε1ε2

(
Fpert(a,Λ) + O(~2)

)

= exp
1

ε1ε2

(
Fpert(a, 1) − β

2
ln Λ

N∑

l=1

a2
l + O(~2)

)
, (A.7)

where Fpert(a,Λ) is the perturbative prepotential.

Other summands can be used to find zk(a,m, φ; ε). For example for the fundamental

representation we have

zN
k (a,m, φ; ε) =

k∏

i=1

(φi + m − ε+). (A.8)

In that follows it is convenient to redefine m − ε+ 7→ m.

A.3 Thermodynamical limit

In the removing Lorentz deformation limit (ε1, ε2 → 0) the sum (A.5) is dominated by a

single term with k ∼ 1

ε1ε2
→ ∞. When k is large the integration in each summand in (A.5)

can be replace by the functional integration over the φi’s density ρ(x) = ε1ε2

k∑

i=1

δ(x−φi),

which is normalized in such a way that its integral remains finite in the limit k → ∞. In

order to include also the perturbative contributions (A.7) it is convenient to introduce the

profile function (in [10] this function was associated with the shape of random partitions)

f(x) =

N∑

l=1

|x − al| − 2ε1ε2

k∑

i=1

δ(x − φk) =

N∑

l=1

|x − al| − 2ρ(x). (A.9)

This definition allows us to establish the following properties of the profile function:

1

2

∫

R

dxf ′′(x) = N,
1

2

∫

R

dxf ′′(x)x =
N∑

l=1

al = 0,
1

2

∫

R

dxf ′′(x)x2 =
N∑

l=1

a2
l − 2ε1ε2k.

(A.10)

Note that the last expression together with (A.7) allow us to recast each summand in (A.4)

in the leading order of ~
2 as follows

Zpert(a,m,Λ; ε)qk = Zpert(a,m,Λ; ε)Λβk e2πikτ0

= exp
1

ε1ε2

(
Fclass(a,m) + Fpert(a,m, 1) − πi

2
τ(Λ)

∫
dxf ′′(x)x2 + O(~2)

)
, (A.11)
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where Fclass(a,m) is the classical prepotential, in our example it is Fclass(a) = πiτ0

N∑

l=1

a2
l .

Remarkably this expression contains not only the perturbative contribution to the prepo-

tential, but also the classical one.

In the thermodynamical limit we have (note that the perturbative corrections are also

included)

Z(a,m,Λ; ε) ∼
∫

Df exp

{
− 1

ε1ε2

(
H[f ] + O(~2)

)}

where H[f ] is the Hamiltonian which can by obtained directly from the equivariant index

(A.2) as follows

Indq =
∑

α

nα eiwα 7→ H = −ε1ε2 lim
ε1ε2→0

∑

α

nα ln |wα| .

For other classical gauge group (Sp(N) and SO(2n + χ) where χ = 0 or 1) we define

the profile functions as follows (for the symplectic case we represent the instanton number

as follows: kSp = 2r + ξ, where r is integer and ξ = 0 or 1)

fSO(2n+χ)(x) =

n∑

l=1

(
|x − al| + |x + al|

)
+ χ|x| − 2ε1ε2

kSO∑

i=1

(
δ(x − φi) + δ(x + φi)

)
,

fSp(N)(x) =

N∑

l=1

(
|x − al| + |x + al|

)
− 2ε1ε2




r∑

j=1

(
δ(x − ϕj) + δ(x + ϕj)

)
+ ξδ(x)


 .

(A.12)

These functions are symmetric: f(x) = f(−x). With the help of the profile functions

(A.9) and (A.12) we obtain the Hamiltonians for numerous models [12, 13] (see Table 1,

also we have put there some expressions for the bifundamental representations obtained in

section 2.3). Note that (A.11) shows that all Λ-dependence can be localized in the following

term of the total Hamiltonian:

+
πi

2
τ(Λ)

∫
dxf ′′(x)x2 = −πiτ(Λ)

∫
dxf ′(x)x.

The prepotential is defined by the minimizer f?(x) of the corresponding Hamiltonian.

Its supporter is the union of disjoint intervals supp f?(x) =

N⋃

l=1

γl where γl = [α−
l , α+

l ],

l = 1, . . . , N . Each interval γl contains a single Higgs expectation value, al ∈ γl. This fact

shows that in spite of the quadratic form of the Hamiltonians, the minimizer is defined as

a solution of highly non-linear integral equation

1

πi

δH[f ]

δf ′(t)
= ξl + tτ(Λ) = ξl + tτ0 + t

1

2πi
ln Λβ , t ∈ γl, (A.13)

where ξl are certain constants, which, in general, can be different for different cuts. When

theory is not conformal (β > 0) we can neglect the second term in favor of the third.

However for the conformal theories it becomes important.
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Group Multiplet Contribution to H[f ]

Adjoint, gauge −1

4

∫
dxdyf ′′(x)f ′′(y)k(x − y)

Fundamental
1

2

∫
dxf ′′(x)k(x + m)

SU(N) Symmetric
1

8

∫
dxdyf ′′(x)f ′′(y)k(x + y + m) +

∫
dxf ′′(x)k(x + m/2)

Antisymmetric
1

8

∫
dxdyf ′′(x)f ′′(y)k(x + y + m) −

∫
dxf ′′(x)k(x + m/2)

Adjoint, matter
1

4

∫
dxdyf ′′(x)f ′′(y)k(x − y + m)

Adjoint, gauge −1

8

∫
dxdyf ′′(x)f ′′(y)k(x + y) +

∫
dxf ′′(x)k(x)

SO(N) Fundamental
1

2

∫
dxf ′′(x)k(x + m)

Adjoint, matter
1

8

∫
dxdyf ′′(x)f ′′(y)k(x + y + m) −

∫
dxf ′′(x)k(x + m/2)

Adjoint, gauge −1

8

∫
dxdyf ′′(x)f ′′(y)k(x + y) −

∫
dxf ′′(x)k(x)

Sp(N) Fundamental
1

2

∫
dxf ′′(x)k(x + m)

Antisymmetric
1

8

∫
dxdyf ′′(x)f ′′(y)k(x + y + m) −

∫
dxf ′′(x)k(x + m/2)

Adjoint, matter
1

8

∫
dxdyf ′′(x)f ′′(y)k(x + y + m) +

∫
dxf ′′(x)k(x + m/2)

SU(N1) Bifund (N1, N2)
1

4

∫
dxdyf ′′

1 (x)k(x + y + m)f ′′

2 (y)

× SU(N2) Bifund (N1, N2)
1

4

∫
dxdyf ′′

1 (x)k(x − y + m)f ′′

2 (y)

Table 1: Hamiltonians

The derivative of this equation can be seen as a difference equation for the primitive

of the resolvent of the profile function

F (z) =
1

4πi

∫
dxf ′′(x) ln(z − x). (A.14)

This function is supposed to be piecewise holomorphic at C \ γ, where γ =

N⋃

l=1

γl. The

piecewise holomophicity means holomorphicity in any compact disjoint to γ and that the

function F (z) behaves integrably when z gets close to γ.

Indeed, consider an SU(N) model with Nf < 2N fundamental matter. Then the

derivative of (A.13) gets the following form:

1

2πi

∫
dxf ′′(x) ln |t − x| − 1

2πi

Nf∑

f=1

ln |t + mf | = τ, t ∈ γl.

With the help of (A.14) it can be rewritten as follows:

F+(t) + F−(t) − 1

2πi

Nf∑

f=1

ln |t + mf | = τ, t ∈ γl, (A.15)
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Group Multiplet Contribution to the Difference Equation

Adjoint, gauge F+(t) + F−(t)

Fundamental − 1

2πi
ln |t + m|

SU(N) Symmetric −F (−t − m) − 1

πi
ln

∣∣∣t +
m

2

∣∣∣

Antisymmetric −F (−t − m) +
1

πi
ln

∣∣∣t +
m

2

∣∣∣
Adjoint, matter −2F (t + m)

Adjoint, gauge
1

2
F+(t) +

1

2
F−(t) − 1

πi
ln |t|

SO(N) Fundamental − 1

4πi
ln |t + m| − 1

4πi
ln | − t + m|

Adjoint, matter −1

2
F (t + m) − 1

2
F (−t + m) +

1

2πi
ln

∣∣∣t +
m

2

∣∣∣ +
1

2πi
ln

∣∣∣−t +
m

2

∣∣∣

Adjoint, gauge
1

2
F+(t) +

1

2
F−(t) +

1

πi
ln |t|

Sp(N) Fundamental − 1

4πi
ln |t + m| − 1

4πi
ln | − t + m|

Antisymmetric −1

2
F (t + m) − 1

2
F (−t + m) +

1

2πi
ln

∣∣∣t +
m

2

∣∣∣ +
1

2πi
ln

∣∣∣−t +
m

2

∣∣∣

Adjoint, matter −1

2
F (t + m) − 1

2
F (−t + m) − 1

2πi
ln

∣∣∣t +
m

2

∣∣∣ − 1

2πi
ln

∣∣∣−t +
m

2

∣∣∣

SU(N1) Bifund (N1, N2) −F2(−t − m) for f1(x) and −F1(−t − m) for f2(x)

×SU(N2) Bifund (N1, N2) −F2(t + m) for f1(x) and −F2(t − m) for f2(x)

Table 2: Contribution to the Difference equation

where by F+(t) and F−(t) we denote the values of the function at the upper and lower

side of cuts γl. Based on the Table 1 we can construct the table of the contribution to the

difference equation (A.15) (Table 2).

On the complex plane for z the supporter of the minimizer becomes a set of cuts. We

can introduce the A-cycles, such that Al surrounds γl and a complementary set of dual

B-cycles Bl such that Al#Bm = δl,m. Then the Seiberg-Witten prepotential F(a,m,Λ)

can be computed as follows
∮

Al

λ(z)dz = al, 2πi

∮

Bl

λ(z)dz =
∂F
∂al

= al
D. (A.16)

where λ(z) = zF ′(z)dz can be associated with the Seiberg-Witten differential. Usually one

introduces another function, the exponent of F (z):

y(z) = exp 2πiF (z). (A.17)

Then the Seiberg-Witten differential takes the familiar form λ(z) =
1

2πi
z
dy(z)

y(z)
.

B. About double ramification points

In this appendix we justify the statement done after the formula (3.2), which says that

y(z) has only double ramification points in the endpoints of γl 3 al.
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Recall some facts about the difference equations. If a function Φ(z) which decays at

infinity as z−1 satisfies the following difference equation on the contour γ = [a, b]:

Φ+(t) − Φ−(t) = φ(t), t ∈ γ, (B.1)

then if this function is piecewise holomorphic it is unique and given by the Sokhotski-

Plemelj formula

Φ(z) =
1

2πi

∫

γ

dt
φ(t)

t − z
.

Suppose now that Φ(z) satisfies another difference equation: Φ+(t) + Φ−(t) = 0 when

t ∈ γ. The logarithm of this function satisfies the difference equation (B.1) with φ(t) =

ln(−1) = πi + 2πik, where k ∈ Z. Then the Sokhotski-Plemelj formula shows that up to a

multiplicative constant we have

Φ0(z) =

(
a − z

b − z

)k+ 1
2

.

Therefore only double ramification points are admitted. If Φ(z) satisfies an inhomogeneous

equation, such as Φ+(t) + Φ−(t) = φ(t), we take at the vicinity of the contour Φ(z) =

Φ0(z) + φ(z)/2, thus we find only double ramification points as well.

More rigorously we can proceed as follows: note that at γ we have

Φ+
0 (t)

Φ−
0 (t)

= −1, t ∈ γ.

Therefore the solution of the inhomogenious equation satisfies

Φ+(t)

Φ+
0 (t)

− Φ−(t)

Φ−
0 (t)

=
φ(t)

Φ+
0 (t)

.

Applying the Sokhotsky-Plemelj formula we get finally

Φ(z) =
Φ0(z)

2πi

∫

γ

dt
φ(t)

Φ+
0 (t)(t − z)

+ P (z)Φ0(z),

where P (z) is a polynomial, whose form is determined by the boundary conditions at

infinity. It is clear that only the double ramification points appear in Φ(z). The conclusion

holds even if φ(z) depends functionally of Φ(z).

For more details on the difference equations theory see, for example [40, 41].
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